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# Abstract

 Mathematical problem solving relies in part on higher-level domain-general skills, but contributions of such skills to problem solving are understudied in the field of math cognition. This study sought evidence for domain-general contributions to math problem solving of four such skills: logical reasoning, backward reference, planning/evaluating, and allocation of time. Participants completed problem solving tasks in two domains, probability and geometry. Concurrent engagement of each skill during each task was assessed. Individual differences in engagement of logical reasoning were correlated between tasks and associated with accuracy on each task; this pattern of results was not found for the other three skills. Qualitative analysis revealed that errors involving valid logic applied to false premises occurred in both tasks, but errors involving invalid logic occurred primarily on the geometry task. The findings are consistent with logical reasoning contributing to math problem solving, but suggest that the mechanisms underlying such contributions may vary between mathematical domains.
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# Higher-Level Domain-General Skills in Math Problem Solving

Problem solving in math depends not only on knowledge of particular content domains—such as arithmetic, algebra, probability, or geometry—but also on domain-general skills. These include lower-level cognitive capacities such as working memory (Peng et al., 2016) and spatial thinking (Hawes et al., 2022), and higher-level skills such as logic and planning. The importance of such higher-level skills has long been recognized in the psychology of reasoning (e.g., Ackerman & Thompson, 2017; Johnson-Laird, 1999) and in math education (e.g., Muncer et al., 2022; Schoenfeld, 1992). However, such skills have been understudied in math cognition, which has focused more on domain-specific knowledge and lower-level domain-general skills.

 The present study investigated four higher-level skills that plausibly might contribute to math problem solving in a domain-general way: logical reasoning, backward reference, planning/evaluating, and allocation of time. We assessed individual differences in engagement of each skill while performing problem solving tasks in probability and geometry. We reasoned that, if a given skill contributes to performance on a given task, then individual differences in engagement of that skill during that task should be correlated with accuracy on the task. Further, if the contribution of the skill is domain-general, then engagement of the skill should be correlated between the two tasks. We tested these predictions for each of the four skills above.

 Probability and geometry were selected as the domains of inquiry for three reasons. First, validated problem solving tasks that seemed likely to elicit the use of higher-level skills were available in both domains—for probability, the Probabilistic Reasoning Scale (PRS; Primi et al., 2017), and for geometry, the Geometric Proof Justification Task (GPJT; Braithwaite, 2022). Second, prior research found relations between these tasks at the level of individual differences, which could reflect contributions of domain-general skills to performance on both tasks (Braithwaite, 2022). Third, the PRS and GPJT involve very different content, rendering it unlikely that relations between them reflect shared reliance on particular content knowledge.

 First, we discuss the mathematical domains and tasks that were used in the present study. Then, we define the four candidate skills mentioned above and discuss their potential contributions to problem solving. Finally, we describe the present study in more detail.

## Mathematical Domains and Tasks for Studying Higher-Level Domain-General Skills

### Probabilistic Reasoning and the Probabilistic Reasoning Scale

 Probabilistic reasoning is reasoning about the probabilities of events—for example, the probability that drawing a card from a deck will yield a face card. Probabilistic reasoning is a multifaceted skill that includes the abilities to interpret various representations (e.g., decimals, fractions, percentages) of probability and proportion, to reason about frequency information presented in different formats (e.g., text, tables), to calculate and estimate simple, marginal, joint, and conditional probabilities, and to resist common biases and fallacies (Primi et al., 2017). Individuals vary considerably in probabilistic reasoning skill (Cokely et al., 2012). As these individual differences are related to differences in decision making (Sobkow et al., 2020), differences in probabilistic reasoning may impact outcomes in areas of life that involve probability, such as health and personal finance.

 The PRS is a measure of probabilistic reasoning skill that was developed by Primi and colleagues (2017). It consists of multiple choice probability word problems that assess all aspects of probabilistic reasoning mentioned above. Some items can be solved by calculation—for example, “60% of the population in a city are men and 40% are women. 50% of the men and 30% of the women smoke. We select a person from the city at random. What is the probability that this person is a smoker? (a) 42%, (b) 50%, (c) 85%.” However, items of this type also require reasoning because it is not obvious which calculations are needed to solve them. The PRS also includes items that can be solved by reasoning without calculation—for example, “A bingo game is played with 25 numbers (from 1 to 25). At the first draw, which of the following results is the most likely? (a) It is more likely to be an even number, (b) It is more likely to be an odd number, (c) It is just as likely to be an even or an odd number.”

### Geometric Proof and the Geometric Proof Justification Task

 Proof has been referred to as “the soul of mathematics” (Schoenfeld, 2009). It serves multiple functions in math, including verification, explanation, discovery, and communication (Stylianides et al., 2017). Among mathematicians, deductive logic is central to proof, but many students have difficulty adopting this perspective, instead adopting understandings of proof in which authority or empirical evidence play a greater role (Harel & Sowder, 2007). The development of proof understanding involves a progression from naïve, example-based thinking to grasping abstract deductive structure (Ahmadpour et al., 2019). Further, students often evaluate proofs based on surface features, overlook missing warrants, and otherwise apply criteria different from those of expert mathematicians (Sommerhoff & Ufer, 2019).

In the present study, we focus on geometric proof, which typically constitutes most US students’ first and only exposure to formal mathematical proof (Herbst et al., 2017). Geometric proof depends on many skills that are specifically related to geometry or spatial thinking, such as measurement (Szilágyi et al., 2013), visualization (Battista, 1990), construction and manipulation of diagrams (Cirillo & Hummer, 2021; Clements et al., 2004), and knowledge of geometric terms and definitions (Sinclair & Moss, 2012; Yang & Lin, 2008). However, Braithwaite (2022) argued that some aspects of geometric proof involve skills that are not specific to geometry or spatial thinking, and that one of these aspects is justification—that is, identifying reasons (e.g., principles, definitions, or theorems) why mathematical statements are true.

 To study justification in the context of geometric proof, Braithwaite (2022) created the GPJT (Figure 1). In it, participants are presented with a geometric diagram accompanied by several “given” statements and a “to prove” statement, followed by a proof in two-column format. Each step of the proof consists of a claim, which is provided to the participant, and space for a justification, which is initially blank. The participant’s task is to choose, from a drop-down list, an appropriate justification for each claim. Doing so correctly requires not only geometric knowledge, but also reasoning about logical relations among statements—a skill which is also plausibly involved in many other math problem solving tasks. Figure 1 shows what one proof in the GPJT would look like after the correct justification was chosen for each step.

==================== Insert Figure 1 about here ====================

### Relations Between Probabilistic Reasoning and Geometric Proof Justification

 Braithwaite (2022) found that among university students, accuracies on the PRS and GPJT were correlated, consistent with the tasks relying on overlapping competencies. Correlations among mathematical tasks are often attributed to shared reliance on numerical abilities (Siegler et al., 2011), but the above relation could not be explained in this way because the GPJT does not involve numbers. This relation remained when controlling for algebra skill, suggesting that it did not entirely reflect general math ability or lower-level capacities that are correlated with general math ability, such as working memory. These findings merit further investigation, not only because of the intrinsic importance of probabilistic reasoning and geometric proof, but also because relations between them might provide insight into how higher-level skills contribute to math problem solving across different domains of math.

## Candidates for Higher-Level Domain-General Skills in Math Problem Solving

### Logical Reasoning

 In logic, an argument is said to be valid if and only if its conclusion necessarily follows from its premises—that is, if it is impossible that the premises are true and the conclusion false. We use “logical reasoning” to refer to reasoning that aims to generate valid arguments or to determine whether arguments are valid. Humans routinely commit errors in such reasoning, generating or accepting invalid arguments and rejecting valid ones (Khemlani & Johnson-Laird, 2012; Oberauer, 2006; Wason, 1968). Further, individuals differ substantially in when and how often they commit such errors (Evans et al., 2007; Thompson & Markovits, 2021).

 Logical reasoning is central to mathematics. While other higher-level cognitive skills, such as analogy (Novick & Holyoak, 1991), are important for exploration and discovery in math, only logical reasoning can establish with certainty the truth of mathematical statements[[1]](#footnote-2) (Wu, 1996). Reflecting this critical role of logical reasoning, fostering logical reasoning is an important goal of math education. The Common Core State Standards for Mathematics indicate that students should learn to “build a logical progression of statements to explore the truth of their conjectures” and to “distinguish correct logic or reasoning from that which is flawed” (CCSSI, 2010, Math Practice Standard 3).

 Individuals who have received more mathematical training tend to be better at logical reasoning (Attridge et al., 2015; Attridge & Inglis, 2013; Inglis & Simpson, 2009). This fact is consistent with the possibility that math education improves logical reasoning skills. However, logical reasoning may also contribute to other math skills. Indeed, individual differences in logical reasoning are associated with differences in math problem solving among both children (Battista, 1990; Kleemans et al., 2018; Nunes et al., 2007; Wong, 2018) and adults (Braithwaite, 2022; Morsanyi et al., 2018). Further, training in deductive logic has been found to improve math achievement (Nunes et al., 2007).

 Modern theories of logical reasoning agree that it depends in part on domain-specific knowledge (Khemlani & Johnson-Laird, 2022; Oaksford & Chater, 2020). However, evidence suggests that individual differences in logical reasoning are not entirely domain-specific; instead, they reflect both domain-general and domain-specific contributions. For example, Braithwaite and Rafferty (under review) recently found that both algebra knowledge and logical reasoning with abstract content independently predicted university students’ logical reasoning about algebra. More directly relevant to the present study, logical reasoning with abstract content has been found to predict accuracy on both the PRS (Braithwaite, 2022; Morsanyi et al., 2018) and the GPJT (Braithwaite, 2022), even when controlling for various domain-specific skills. Further, in Braithwaite (2022), abstract logical reasoning also partially mediated the relation between accuracies on the PRS and GPJT, suggesting that shared reliance on the domain-general component of logical reasoning might partially explain that relation. The present study sought more direct evidence for this hypothesis.

### Backward Reference

 We use the phrase “backward reference” to describe returning, after beginning a problem, to the problem statement or earlier steps of one’s work on the problem. Our interest in this behavior was motivated by findings from Braithwaite (2022) with the GPJT. In that task, some trials require justifying claims by stating that they were “given.” One can answer these trials correctly by noticing that the claims appear in the “given” part of the problem statement. Yet, participants erred on 24% of these trials, and accuracy on these trials uniquely predicted accuracy on the PRS when controlling for logical reasoning. Further, some individuals appeared to treat each step of the GPJT in isolation, ignoring what had been established previously. For example, when working on the fourth step of the proof in Figure 1, they ignored the first three steps of the proof, although those steps were necessary for the fourth step to make sense.

 To explain these findings, we reasoned that some individuals may solve problems in a “forward, always” mode, relying on the problem statement only when beginning a problem, and proceeding as directly as possible to an answer. Individuals who, to the contrary, engage in backward reference might be more able to to elaborate implications of given information and integrate old and new information into a coherent whole. Consistent with this possibility, individual differences in understanding or elaboration of given information have been linked to differences in problem solving proficiency in geometry (Cirillo & Hummer, 2021), arithmetic (Cummins et al., 1988; Hegarty et al., 1995), and algebra (Nathan et al., 1992; Sebrechts et al., 1996). Further, training students to elaborate given information before solving problems improves accuracy (Glenberg et al., 2012). However, we are not aware of direct evidence that individuals differ in their tendency to engage in backward reference or that such differences are associated with problem solving accuracy. The present study tested these hypotheses.

### Planning and Evaluating

 An influential theoretical framework in education research (Garofalo & Lester, 1985) highlighted the importance to math problem solving of not only cognitive but also metacognitive skills, which monitor and regulate cognitive ones. There is substantial evidence that metacognitive skills contribute to math problem solving competence, above and beyond the contributions of cognitive skills. Specifically, math problem solving performance is predicted by differences in metacognitive skill (Schoenfeld, 1992; Stillman & Galbraith, 1998; Veenman & van Cleef, 2019), and is improved by interventions that target metacognitive skills in math (Cornoldi et al., 2015; Desoete et al., 2003; Hacker et al., 2019; Mevarech & Kramarski, 2003).

 A long standing but still unresolved issue is whether metacognitive skills are domain-general (Zhao et al., 2019). The present study investigated this possibility, focusing on two metacognitive skills—planning and evaluating. Planning refers to reasoning about what steps to take in solving a given problem (Newell & Simon, 1972); doing so could contribute to probabilistic reasoning by helping individuals to avoid intuitive but incorrect responses (Stanovich et al., 2016; Tversky & Kahneman, 1993), and to performance in geometric proof by promoting understanding of relations among proof steps (Koedinger & Anderson, 1990; Yang, 2012). Evaluating refers to checking whether intended actions were executed correctly and whether their results are correct; doing so could contribute to problem solving in both domains above by facilitating detection of errors (e.g., Ohlsson, 1996; Ohlsson & Rees, 1991). However, it is not well understood whether individual differences in planning and evaluating are stable across domains and tasks in math. The present study addressed this question.

### Allocation of Time

 Allocation of time refers to individuals’ determinations of how much time to spend on different tasks or items. Allocation of time could contribute to math problem solving in that individuals who allocate more time to more difficult items might perform better than individuals who spend equal amounts of time on items that vary in difficulty. This hypothesis was suggested in part by metareasoning research, which has found that individuals allocate time to items based on initial feelings of confidence (Ackerman & Thompson, 2017) and that individuals with better discrimination—that is, correspondence across items between feelings of confidence and accuracy—perform better on reasoning tasks (Jackson & Kleitman, 2014). The above hypothesis was also suggested by research on self-regulated study, which has found that learners study more the material they believe they know less well (Metcalfe, 2009; Morehead et al., 2017), and that learners who more accurately judge their own knowledge also learn better (Dunlosky & Rawson, 2012; Kornell & Metcalfe, 2006), including in math (Erickson & Heit, 2015).

 If, as these observations suggest, allocation of time contributes to math problem solving, is the contribution likely to be domain-general or domain-specific? It could be domain-general if it depends on traits such as executive function, which could facilitate assessment of item difficulty and enable deliberate rather than reactive allocation of time. However, assessment of item difficulty likely also depends on domain-specific knowledge, so the same individual might discriminate easy and hard items well in one domain and poorly in another. Consistent with this possibility, Dentakos et al. (2019) did not find that individual differences in discrimination (defined as in the previous paragraph) were correlated between different problem solving tasks. However, Dentakos et al. (2019) did not investigate whether differences in allocation of time are stable between tasks. We did so in the present study.

## The Present Study

 In the present study, we employed an individual differences paradigm to investigate relations of the above four skills to probabilistic reasoning and geometric proof justification. In principle, the four skills might vary among individuals in at least three ways: proficiency (how good one is at a skill), engagement (whether and how often one uses a skill), and quality of application (how well one uses a skill when one engages it). Whereas individual differences studies often focus on proficiency, the present study focused mainly on engagement, and secondarily on quality of application. Specifically, we sought evidence for engagement of our four candidate skills while solving math problems, then examined relations between problem solving accuracy and differences in engagement (and secondarily, quality of application). Strengths and limitations of this approach are considered in the Discussion.

 To address the above goal, we developed concurrent measures of engagement of the skills during performance of the PRS and GPJT. For logical reasoning, backward reference, and planning/evaluating, our measures were based on participants’ overt verbalizations, so we refer to these measures as “overt logical reasoning,” “overt backward reference,” and “overt planning/evaluating,” respectively. For allocation of time, our measures were based on correlations between response times and error rates, a proxy for item difficulty, so we refer to these measures as “RT-error correlations.” Each of these measures was taken separately for each task. We describe the measures in more detail under Method.

 We used the above measures to test three predictions for each of the four candidate skills. First, we reasoned that if a given skill contributes to performance on each task, then engagement of that skill while performing the PRS should be positively correlated with accuracy on the PRS, and engagement of that skill while performing the GPJT should be positively correlated with accuracy on the GPJT. Further, if differences in engagement of a skill are domain-general in nature, then engagement of the skill while performing the PRS should be correlated with engagement thereof while performing the GPJT. For a given skill, results supporting all of these predictions would be consistent with the hypothesis that the skill makes a domain-general contribution to math problem solving.

 Table 1 lists the predictions tested. Prediction 1 was that accuracies on the PRS and GPJT would be related, as in Braithwaite (2022). The other 12 predictions describe the three patterns of correlations explained above for each of the four candidate skills: logical reasoning (Predictions 2a-2c), backward reference (Predictions 3a-3c), planning/evaluating (Predictions 4a-4c), and allocation of time (Predictions 5a-5c).

==================== Insert Table 1 about here ====================

# Method

 This study was preregistered at <https://osf.io/uc3bw/?view_only=83860c17bcbf4e94866d03072c507e4c>. All deviations from the preregistration are noted below. Preregistered analyses are marked as such. Materials presented to participants, scripts followed by experimenters, and guidelines used for coding are provided in the Supplementary Materials.

## Participants

 Participants were undergraduate students recruited from the psychology department participant pool of Florida State University. We planned to recruit 107 participants, which would yield at least 85% power to detect moderate (*r* = .3) or larger correlations if no more than 10% of the sample were excluded, according to power analysis conducted in G\*Power 3.1 (Faul et al., 2007). Two extra participants signed up before recruitment was stopped, yielding an initial sample of 109. As preregistered, participants were excluded if they completed fewer than 75% of trials on either task (*n* = 6), if accuracy on either task did not statistically exceed chance (*n* = 0), or if they took more than two hours to complete the study (*n* = 0). Thus, the final sample included 103 participants. Seventy-four of these identified as female and 29 as male; 57 were first-year students; a variety of academic majors were reported, including psychology (26), biology (12), medical sciences (10), neuroscience (9), nursing (6), and exercise physiology (5).

Students in the US are expected to study statistics and probability in high school, including computation of probabilities of a union of events or of a joint event using the addition rule and multiplication rule (CCSSI, 2010). Similarly, US high school students are expected to study geometric proof, including proofs involving the three basic theorems for proving triangle congruence (SSS, SAS, ASA; *ibid.*). Consistent with the latter expectation, 102 participants in the analytical sample reported having taken a geometry course before and 96 reported that their geometry course included geometry proofs.

## Materials

 Participants completed the PRS and the GPJT in that order.

### Probabilistic Reasoning Scale

 The PRS was a modified version of the scale developed by Primi et al. (2017). The modified version, created by Braithwaite (2022), had the same items and answer choices as the original, but minor changes in wording. The PRS consisted of 16 multiple choice items, each with three answer choices. Primi et al. (2017) provided evidence for the scale’s validity. Cronbach’s alpha in this sample was .62.

 Items were displayed one at a time. To enable measurement of the time participants spent working on each question, excluding time spent reading the question, each question initially appeared without the answer choices, followed by a button labeled “Show Answers,” which participants were to press after reading the question. RT was measured as the time from pressing “Show Answers” until submission of a final answer.

### Geometric Proof Justification Task

 The GPJT (Braithwaite, 2022) consists of four proofs like the one shown in Figure 1, each consisting of 6 steps, for a total of 24 trials. The proofs involve similar diagrams, and all require using a triangle congruence theorem (e.g., Side-Angle-Side), but the proofs differ in what information is given and what claims are to be proven. Braithwaite (2022) provided evidence for the task’s validity. Cronbach’s alpha in this sample was .87.

 The GPJT was preceded by a review of basic geometry knowledge. This review covered terms and notations for line segments, angles, triangles, and congruence; definitions of congruent line segments, congruent angles, congruent triangles, bisection of line segments, bisection of angles, perpendicular lines; the principle that anything is congruent to itself; and three triangle congruence theorems (Side-Angle-Side, Angle-Side-Angle, and Side-Side-Side). After completing the geometry review, participants received a review sheet summarizing the above content, which they could refer to while performing the GPJT.

 Proofs were displayed one at a time. Initially, only the diagram, given information, and “to prove” statements were visible. After reading these, participants pressed a “Next” button, which revealed the first step of the proof, including the claim and the dropdown menu from which the justification for the claim was to be chosen. Upon choosing a justification, participants pressed “Next” again, which revealed the second step, and so on. Once a justification was chosen for the last step and “Next” was clicked, the proof disappeared and the next proof appeared. RT for each step was measured from the time “Next” was pressed to reveal the step to the time the “Next” was pressed again to reveal the next step or transition to the next proof.

## Procedure

 Participants completed the study in person under the supervision of an experimenter. All materials were presented on a desktop computer via Qualtrics. Participants completed all tasks in 40.7 minutes on average (min = 26.1, max = 70.4, *SD* = 9.7).

 First, participants were trained to think aloud following a script adapted from Fox et al. (2011). The script instructed participants to read each problem aloud and then say aloud all thoughts they had while working on the problem. They were instructed only to say their thoughts aloud and not to explain, because explaining has been shown to increase accuracy on cognitive tasks (Fox et al., 2011).[[2]](#footnote-3) Participants practiced thinking aloud with several simple problems that were unrelated to probability or geometry. Initially, some participants were hesitant to think aloud without prompting or long pauses, but after this practice, most began to do so and continued doing so throughout the following tasks.

 Next, participants completed the PRS, the geometry review, and the GPJT in that order. They were given paper and pencils for use as needed, but were instructed not to use calculators or other resources. They were instructed to think aloud while performing trials on both tasks, but not when reading instructions. During the geometry review, participants read instructional text silently but thought aloud while answering questions designed to test their recall of the content. After the PRS and GPJT, participants completed a short demographic survey.

## Measures of Concurrent Engagement of the Four Candidate Skills

 The protocol for each subject on each trial of each task was coded for each of three measures—overt logical reasoning, overt backward reference, and overt planning/evaluating—with 1 or 0 indicating presence or absence, respectively, of evidence in the protocol for engagement of the skill in question. All trials were coded independently by two coders, with all disagreements resolved through discussion. RT-error correlation was calculated across trials, separately for each task, without reference to the protocols. We describe each measure below.

### Overt Logical Reasoning

 Protocols were coded “1” for overt logical reasoning if the participant (1) used a logical connective word or phrase (e.g., “if”, “because,” “so,” “which means that”) and (2) this connective was used to express that one or more reasons implied a conclusion—for example, “I think there's more odd numbers **cause** it starts on an odd number and it ends on an odd number.” Uses of such words or phrases to connect calculations with their results (e.g., “three plus two, so five”), or as filler (e.g., “30 of the women smoke. So, um, it’s difficult”), were not counted for criterion (2). Such words or phrases that appeared while the participant was reading, rereading, or paraphrasing the problem statement or the geometry review sheet also were not counted. The coders agreed on whether these criteria were met for 79% of PRS trials and 85% of GPJT trials.

### Overt Backward Reference

 Protocols from the PRS were coded “1” for overt backward reference if the participant referred to the problem statement after reading it aloud for the first time. Protocols from the GPJT were coded “1” for backward reference if the participant referred to the problem statement after beginning to work on the first proof step, or to a previous step of the proof after beginning to work on the second proof step. The coders agreed on whether these criteria were met for 86% of PRS trials and 89% of GPJT trials.

### Overt Planning/Evaluating

 Protocols were considered to display planning if the participant described a plan or part of a plan to solve the problem or part of the problem before executing any steps of their solution[[3]](#footnote-4). Protocols were considered to display evaluating if the participant performed any operations or reasoning after stating an initial answer for the trial, reflecting an assumption that the primary reason for doing so would be a desire to check or verify the initial answer. Trials were coded “1” for overt planning/evaluating if they met the criteria for either planning or evaluating. The coders agreed on whether there was overt evidence of planning/evaluating on 86% of PRS trials and 91% of GPJT trials.

### RT-Error Correlation

 Separately for each task and each participant, we calculated the correlation between the amount of time the participant spent on each item and the entire sample’s error rate on each item. We refer to this measure as “RT-error correlation.” We reasoned that higher error rates on an item indicate higher item difficulty, so large positive RT-error correlations should be adaptive. As detailed below, the data were consistent with this assumption, in that for each task, RT-error correlations were positive on average, and individual differences in RT-error correlation were positively correlated with differences in accuracy.

# Results

 Means and SDs for all measures on both tasks are shown in Table 2.

==================== Insert Table 2 about here ====================

## Preregistered Analyses

 As predicted (Table 1, Prediction 1), individual differences in accuracies on the PRS and GPJT were positively correlated, *r*(101) = .51, *p* < .001. This result replicated Braithwaite (2022). Results of correlation analyses that tested the other predictions are shown in Figure 2. Except where indicated, significant correlations between a skill measure on a task and accuracy on the task remained significant when controlling for the other three skill measures on the task.

==================== Insert Figure 2 about here ====================

 As shown in Figure 2A, frequency of overt logical reasoning predicted accuracy on the GPJT (Prediction 2b) but not the PRS (Prediction 2a). Further, frequency of overt logical reasoning was correlated across tasks (Prediction 2c). Thus, individual differences in engagement of logical reasoning were somewhat stable across tasks, and such differences related to differences in geometric proof justification skill, but evidence was not found that such differences relate to differences in probabilistic reasoning skill.

 As shown in Figure 2B, frequency of overt backward reference correlated with accuracy on the GPJT (Prediction 3b) but not the PRS (Prediction 3a). The correlation between backward reference on two tasks did not reach significance (Prediction 3c). Thus, differences in backward reference were related to geometric proof justification skill, but were not found to be stable across tasks and or to be related to probabilistic reasoning skill.

 As shown in Figure 2C, frequency of overt planning/evaluating did not correlate with accuracy on either task (Predictions 4a and 4b). However, planning/evaluating was correlated across tasks (Prediction 4c). Thus, individual differences in frequency of engaging in these activities were somewhat stable across tasks, but no evidence was found that such differences contributed to competence on either task.

 Finally, as shown in Figure 2D, RT-error correlation on each task was correlated with accuracy on the same task (Predictions 5a and 5b)[[4]](#footnote-5). However, no evidence was found that RT-error correlations on the two tasks were related (Prediction 5c). Thus, the results were consistent with effective allocation of time contributing to competence on each task, but did not show that individual differences in allocation of time are stable across tasks.

## Exploratory Quantitative Analyses

 If our candidate higher-level skills accounted, in part, for the relation between accuracies on the PRS and GPJT, then the magnitude of that relation should be decreased by controlling for our concurrent measures of the candidate skills[[5]](#footnote-6). To test this possibility, for each candidate skill, we compared the correlation between PRS accuracy and GPJT accuracy to the analogous partial correlations obtained by regressing out both measures of the candidate skill, using Steiger’s (Steiger, 1980) test. For overt logical reasoning, the resulting partial correlation (*r* = .43) was smaller than the original (*r* = .51), *z* = 2.09, *p* = .036. The partial and original correlations did not differ when controlling for the other three concurrent skill measures, *p*s > .05.

 Overt logical reasoning, overt backward reference, and overt planning/evaluating were coded for individual trials, but the correlation analyses between these measures and accuracy (Figure 2) involved aggregating across trials. Thus, those analyses tested whether participants who engaged a skill more often were more accurate overall, but did not test whether engaging a skill on individual trials was associated with answering correctly on those trials. To address the latter question, we conducted a series of mixed logistic regressions with accuracy on individual trials (i.e., correct or not) as the dependent variable, one of the three measures above as a fixed effect, and participant as a random effect. The item presented on the trial was also included as a fixed effect. Six regressions were conducted, one per combination of the two tasks and the three measures. The regressions were conducted in *R* using *glmer* from *lme4* (Bates et al., 2014) with *p* values obtained using *lmerTest* (Kuznetsova et al., 2016).

 The logistic regressions with overt logical reasoning as a predictor found a positive effect for accuracy on the PRS, *B* = 0.39, *OR* = 1.48, *z* = 2.1, *p* = .040[[6]](#footnote-7), but not for accuracy on the GPJT, *B* = -0.19, *OR* = 0.83, *z* = -1.34, *p* = .18. Thus, in the PRS, participants were more likely to answer correctly on trials in which they displayed overt logical reasoning, but this was not the case for the GPJT. These findings contrast with Figure 1A, which shows—aggregating across trials—a relation between overt logical reasoning and accuracy for the GPJT but not the PRS.

 In contrast, results of the logistic regressions on overt backward reference and overt planning/evaluating were consistent with the earlier correlation analyses. Specifically, analogous to Figure 1B, overt backward reference did not predict accuracy in the PRS, *B* = -0.14, *OR* = 0.87, *z* = -0.67, *p* = .50, but did predict accuracy in the GPJT, *B* = 0.46, *OR* = 1.58, *z* = 3.26, *p* = .001. Analogous to Figure 1C, overt planning/evaluating did not predict accuracy in the PRS, *B* = 0.12, *OR* = 1.13, *z* = 0.61, *p* = .54, or the GPJT, *B* = -0.18, *OR* = 0.83, *z* = -1.30, *p* = .19.

## Exploratory Qualitative Analyses

 Quantitative analyses found relations between frequencies of overt logical reasoning on the two tasks, and between overt logical reasoning and accuracy on each task, albeit in different analyses for the PRS and GPJT. These findings are consistent with the possibility of a domain-general contribution of logical reasoning to math problem solving. To better understand the behaviors that produced the above relations, we conducted qualitative analyses of participants’ think-aloud protocols.

 First, for each task, we selected the six items that we calculated to have contributed most to the relations between overt logical reasoning and accuracy that were found in the quantitative analyses. We describe the selection process separately for the PRS and GPJT below. Next, for each selected item, we grouped participants’ protocols into four categories representing the four combinations of two variables: whether the protocol was coded as displaying overt logical reasoning, and whether the participant’s final answer was correct. Finally, we compared and contrasted the protocols within each of these groups.

 For protocols that were coded as displaying overt logical reasoning, we also analyzed their arguments using the framework of Toulmin (2007), as applied to mathematical reasoning by Jeannotte and Kieran (2017). According to this framework, an argument consists of (at least) three parts: evidence, warrant, and conclusion. In the present context, the evidence would be facts already known (or believed) about the problem at hand, the conclusion would be a claim asserted to be implied by the evidence, and the warrant would be a reason why the evidence implies the conclusion. In the PRS, the conclusion was often the final answer to the problem. In the GPJT, the conclusion was typically the claim to be justified in the current proof step, in which case the warrant was the answer to the problem (i.e., the justification selected by the participant). We identified evidence, warrant, and conclusion for each protocol that was coded as displaying overt logical reasoning. Then, we determined whether these jointly constituted a logically valid argument.

 We did not conduct qualitative protocol analyses relating to overt backward reference or overt planning/evaluating because our quantitative analyses did not find compelling evidence for domain-general contributions of these skills. Specifically, overt backward reference was not correlated across tasks or related to accuracy on the PRS, and overt planning/evaluating was not related to accuracy on either task.

### Overt Logical Reasoning in the Probabilistic Reasoning Scale

 For each item in the PRS, we calculated the difference in accuracy between participants who did or did not display overt logical reasoning on the item. We reasoned that the larger this difference, the larger the contribution of the item to the trial-level relation between overt logical reasoning and accuracy that was found in our mixed logistic regression. Thus, the six items with the largest difference scores were selected for qualitative analysis.

 The conclusions of our qualitative analysis are described below. The conclusions are based on analyses of all six items selected as described above. However, to illustrate the conclusions, we use example protocols from the two items with the largest difference scores, which are shown in Tables 3 and 4. Similar example tables for the other four selected items, and difference scores for all 16 items in the PRS, are provided in the Supplementary Materials. These items were similar to the remaining 10 items with respect to accuracy (87% vs. 86%) and frequency of overt logical reasoning (71% vs. 67%). The selected items involved calculating probabilities or frequencies (e.g., Table 3) or determining which of two outcomes was more likely (Table 4); the frequencies of these two types of items was similar among the selected items (4 and 2 respectively) and among the remaining items (6 and 4 respectively).

==================== Insert Tables 3 and 4 about here ====================

 **1. Participants used logical reasoning for a variety of purposes.** A common purpose was directly to answer the problem at hand, as illustrated in all four protocols in Table 4. Logical reasoning was also used to determine calculation(s) that needed to be performed in order to answer the problem, as illustrated in protocols 1, 2, and 4 of Table 3. Other uses of logical reasoning included estimating the answer or determining a plausible range for the answer (e.g., protocol 3 in Table 3), rejecting tempting but incorrect answers (e.g., protocol 2 in Supplementary Materials Table E5), and facilitating arithmetic calculations or algebraic manipulations (e.g., protocol 2 in Supplementary Materials Table E6).

 **2. The warrants of participants’ arguments were nearly always implicit.** Sometimes, the conclusion was also implicit. However, the implicit components of participants’ arguments were usually clear from context. For example, in protocol 2 in Table 3, the participant states that male smokers and female smokers represent 30% and 12% of the population respectively, which constitutes the evidence of their argument. The participant then states this conclusion: “so, we get 30 plus 12%.” The connection between evidence and conclusion depends on a basic principle of probability: if two events are mutually exclusive, the probability that one of them will occur is the sum of their probabilities. This principle constitutes the warrant of the argument; while not stated explicitly, it can be inferred as the most likely basis for the stated conclusion. Tables 3 and 4 display below each protocol the evidence, warrant, and conclusion that we inferred for it.

 **3. Participants’ arguments were virtually always logically valid.** In other words, the arguments’ conclusions logically followed from their premises[[7]](#footnote-8)—although the premises themselves, and therefore the conclusions, were not always true, as elaborated in point 4 below. This observation is illustrated by all protocols in Tables 3 and 4. The validity of participants’ arguments helps to explain the positive relation that was found in the mixed logistic regression between overt logical reasoning and accuracy on the PRS.

 **4. Corollary: When participants answered incorrectly despite using logical reasoning, the cause was not invalid logic.** Instead, the main causes of error in such cases were false evidence, false warrants, or errors occurring after logical reasoning. False evidence (e.g., protocol 3 in Table 3 and protocols 3 and 4 in Table 4) resulted from misreading or misunderstanding the problem statement, making incorrect assumptions, or committing calculation errors whose output served as evidence in an argument. False warrants included incorrect rules for determining marginal or joint probabilities (e.g., protocol 4 in Table 3) and well-documented probabilistic reasoning fallacies (e.g., gambler’s fallacy and hot hand fallacy; see protocol 4 of Supplementary Materials Table E5). Errors occurring after logical reasoning included misinterpreting the implications of a true conclusion regarding how to solve the problem (e.g., protocol 3 in Supplementary Materials Table E3), or correctly determining what calculation was needed via logical reasoning but performing the calculation incorrectly (e.g., protocol 4 in Supplementary Materials Table E4).

 **5. Protocols that did not receive the code for overt logical reasoning usually contained similar content to protocols that did receive this code.** In other words, these two types of protocols contained similar statements, calculations, and so on. The main difference between them related not to the content of individual statements, but rather to whether logical connective words and phrases were used to express logical relations between statements. This observation suggests that the positive correlation found between accuracy and overt logical reasoning on the PRS did not reflect qualitatively different thoughts being expressed by individuals who answered correctly and incorrectly, but instead reflected different levels of explicit attention to the logical relations among those thoughts.

### Overt Logical Reasoning in the Geometric Proof Justification Task

 As for the PRS, we identified items on the GPJT that contributed most to the relation between overt logical reasoning and accuracy. Because that relation was found at the level of participants rather than trials (Figure 2A), we ranked items based on the difference in accuracy between participants whose frequency of overt logical reasoning on the task was above or below median. We selected the six items with the largest difference scores for qualitative analysis.

 Also as for the PRS, our conclusions were based on qualitative analyses of all six selected items, but we illustrate the conclusions using protocols from the two items with the largest difference scores (Tables 5 and 6). These items were the fourth and fifth steps of the proof shown in Figure 1. Similar example tables for the other four selected items, and difference scores for all 24 items in the GPJT, are provided in the Supplementary Materials. The six selected items, compared to the remaining 18 items, elicited fewer correct responses (43% vs. 68%) but more displays of overt logical reasoning (45% vs. 30%). The selected items required justifying a claim of triangle congruence (e.g., Table 5) or drawing conclusions based on a previously-established triangle congruence (e.g., Table 6); the frequencies of these two types was 2 and 4, respectively, among the selected items and was 2 and 8, respectively, among the remaining items (the other 8 remaining items involved establishing the preconditions to use a triangle congruence theorem).

==================== Insert Tables 5 and 6 about here ====================

 **1. Participants used logical reasoning mainly to determine the correct answer.** More specifically, when participants displayed overt logical reasoning on a proof step in the GPJT, they usually constructed an argument whose conclusion was the claim to be justified in the current proof step, and whose warrant was the justification selected by the participant. This point contrasts with the more diverse uses of logical reasoning observed on the PRS (conclusion 1 in the previous subsection). It also contrasts with the frequent reliance on implicit warrants observed on the PRS (conclusion 2 in the previous subsection). The format of the GPJT essentially forced warrants to be explicit because they were selected as answers on the trials.

 **2. Both correct and incorrect answers were sometimes supported by logically valid reasoning,** as on the PRS. Correct answers supported by valid reasoning are illustrated by protocol 1 in each of Tables 5 and 6. In protocol 1 in Table 5 the participant argues that because two pairs of angles and one pair of sides are congruent (evidence), by the Angle-Side-Angle theorem (warrant), the triangles in question are congruent (conclusion). Similarly, in protocol 1 in Table 6 the participant argues that because the triangles have been shown to be congruent (evidence), by the definition of congruent triangles (warrant), their corresponding sides are congruent (conclusion).

 Incorrect answers supported by valid reasoning typically involved flawed evidence. These arguments were valid in the sense that the stated evidence and warrant jointly implied the conclusion, but the evidence was flawed in the sense of being either false or, more commonly, true but not proven to be true. For example, in protocol 3 in Table 5 the participant argues that because two pairs of sides and one pair of angles are congruent (evidence), by the Side-Angle-Side theorem (warrant), triangles BAM and CAM are congruent (conclusion). The flawed evidence is the claim that two pairs of sides are congruent; one of these pairs of sides (BM and CM) has not been proven congruent at this point in the proof. As another example, in protocol 3 in Table 6 the participant argues that because congruence of segments AB and AC is given in the problem statement (evidence), these segments are congruent (conclusion) by virtue of being given (warrant). The flawed evidence here is the false claim that congruence of AB and AC is given; in fact, the statement that AB and AC are congruent appears in the “to prove” part of the problem (Figure 1).

 **3. Logically invalid arguments were fairly common and accompanied both correct and incorrect answers.** This point contrasts with findings from the PRS, in which invalid arguments were vanishingly rare (conclusions 3 and 4 in the previous subsection). The frequency of invalid arguments on the GPJT may explain why overt logical reasoning did not predict correct responding on individual trials in this task.

 When correct answers were accompanied by invalid reasoning, participants chose the correct warrant for the proof step at hand, but failed explicitly to establish the conditions necessary for this warrant to be applicable. This type of argument is illustrated by protocol 2 in Tables 5 and 6. In protocol 2 in Table 5 the participant justifies the claim of triangle congruence (conclusion) by the Angle-Side-Angle theorem (warrant) and the fact that two pairs of angles are congruent (evidence). This argument is invalid because the evidence does not satisfy the conditions for applying the warrant, which also requires a pair of congruent sides. In protocol 2 in Table 6 the participant justifies the claim that segments AB and AC are congruent (conclusion) by the definition of congruent triangles (warrant) because AB and AC are sides of the same triangle (evidence). Again, the evidence cited does not license application of the warrant, making the argument invalid.

 Incorrect answers supported by invalid reasoning involved several sorts of logical error. First, these arguments sometimes involved choosing a warrant that could, in principle, imply the claimed conclusion (e.g., choosing a triangle congruence theorem to support a conclusion that two triangles are congruent), but without establishing that the conditions for applying this warrant were met. For example, in protocol 4 in Table 5 the participant makes almost the same argument as protocol 3 of the same table, except that only one pair each of congruent sides and angles are adduced as evidence, whereas the warrant (the Side-Angle-Side theorem) requires a second pair of congruent sides. A second sort of logical error that led to incorrect answers was selecting a warrant that could not, in principle, imply the claimed conclusion. For example, in protocol 4 of Table 6 the participant argues that AB and AC are congruent (conclusion) by virtue of the definition of bisecting an angle (warrant) because AB and AC are sides of the bisected angle BAC (evidence). This argument is invalid because, regardless of the evidence, the definition of bisecting an angle cannot justify a claim that two line segments are congruent[[8]](#footnote-9). A third sort of logical error was circular reasoning (e.g., protocol 4 in Supplementary Materials Table F4), in which the same claim serves as both evidence and conclusion[[9]](#footnote-10).

 **4. Protocols that were not coded as displaying overt logical reasoning most often involved simply stating an answer and nothing else.** This result, which contrasts with the verbose protocols recorded on the PRS even when participants did not display overt logical reasoning (conclusion 5 of the previous subsection), suggests that the skills on which participants relied to perform the GPJT may not always have been verbally mediated. Notably, protocols in which participants simply stated their answer and nothing else, and therefore were not coded as displaying overt logic reasoning, frequently accompanied both correct and incorrect answers. Such correct answers may reflect highly proficient individuals having automatized their thought process to a degree that verbal mediation was unnecessary, whereas the incorrect ones may reflect less proficient individuals lacking sufficient knowledge or understanding of geometric proof to generate coherent verbal arguments.

# Discussion

 The present study investigated the roles of four higher-level psychological skills—logical reasoning, backward reference, planning and evaluating, and allocation of time—in problem solving tasks in two mathematical domains, probability and geometry. Engagement of each skill during each task was measured, and relations of these measures to each other and to accuracy on each task were assessed. These analyses yielded evidence of domain-general contributions to problem solving for one of the candidate skills, logical reasoning, but not for the other three. Qualitative analyses of think-aloud protocols revealed similarities and differences in how participants used logical reasoning on the two tasks. Below, we discuss in detail implications of the findings regarding the role of logical reasoning in math problem solving, then more briefly implications regarding roles of the other three candidate skills.

## The Role of Logical Reasoning in Math Problem Solving

 Numerous previous studies have found predictive relations between logical reasoning and math problem solving, even when controlling for various possible confounds such as fluid intelligence, number line estimation, arithmetic skill, and algebra skill (Battista, 1990; Braithwaite, 2022; Kleemans et al., 2018; Morsanyi et al., 2018; Nunes et al., 2007; Wong, 2018). These findings suggest that logical reasoning may contribute to math problem solving. However, the above studies assessed the two constructs using separate tasks, and therefore did not provide direct evidence of logical reasoning being used during math problem solving. The concurrent measures of logical reasoning employed in the present study provided such evidence. Further, these measures—like the separate logical reasoning measures used in prior studies—predicted math problem solving accuracy.

 Our reliance on concurrent measures of logical reasoning enables us to discriminate between two hypotheses about how logical reasoning could contribute to math problem solving: an offline hypothesis and an online hypothesis. The offline hypothesis is that logical reasoning facilitates acquisition of problem solving skills, so that individuals who are strong in logical reasoning tend to be better problem solvers. The online hypothesis is that logical reasoning during problem solving leads to more accurate performance. The previous findings cited above are equally well explained by either hypothesis, but only the online hypothesis implies an association between accuracy on problem solving tasks and concurrent logical reasoning on the same tasks. Thus, the present findings are better explained by the online hypothesis. Of course, the hypotheses are not exclusive, so evidence in favor of one does not undermine the other.

 Our quantitative measures of logical reasoning assessed whether and how often logical reasoning was overtly displayed, without regard to whether the reasoning was correct. Thus, it may seem surprising that these measures were related to problem solving accuracy. However, this finding is less surprising when we consider how making one’s reasoning explicit could constrain the problem solving process. When reasoning is left implicit, one may make claims freely without considering whether or how well they can be supported by reasons. Making reasoning explicit requires providing reasons for one’s conclusions. This constraint could cause individuals to avoid claims that they cannot support well in favor of ones that they can, which could improve accuracy even among poor reasoners, provided that they have at least some ability—however imperfect—to distinguish between strong reasons and weak ones.

### The Role of Logical Reasoning on the PRS

 On the PRS, participants were more likely to answer correctly on trials during which they displayed logical reasoning. Overt logical reasoning did not guarantee a correct answer, but when participants erred despite displaying logical reasoning, their errors were virtually never *logical* errors. Far more often, the fault was in the premises of their arguments: they appealed to evidence that was not accurate or relied on warrants that were not mathematically sound. These errors appear to reflect weaknesses in mathematical knowledge rather than logic.

 Why were logical errors so rare on the PRS, whereas such errors have appeared pervasive in many studies of logical reasoning (Khemlani & Johnson-Laird, 2012; Oberauer, 2006; Wason, 1968)? A possible explanation is that participants usually employed logical forms with which people rarely err. This point is well illustrated by protocol 2 in Table 4, whose argument could be paraphrased as “If there are more odd numbers, then an odd number is more likely; there are more odd numbers; therefore an odd number is more likely.” The logical form of this argument, called *modus ponens*, elicits near-ceiling accuracy from college-educated adults (e.g., Morsanyi et al., 2018; Oberauer, 2006), whereas inference forms that elicit higher error rates (e.g., *modus tollens*: “If A then B, not B, therefore not A”) were not observed on the PRS. Thus, participants may have avoided logical errors by using primarily or only the easiest logical forms.

 Two previous studies found relations between accuracy on logical reasoning tasks and accuracy on the PRS (Braithwaite, 2022; Morsanyi et al., 2018). These findings could have been explained by assuming that logical reasoning skill affects both logical and probabilistic reasoning by affecting the frequency of logical errors. However, such an explanation is challenged by the extreme rarity of logical errors on the PRS in the present study. We therefore propose that logical reasoning skill affects logical and probabilistic reasoning accuracy via different mechanisms. On logical reasoning tasks, logical reasoning skill facilitates judgments of validity, thus directly improving accuracy. In probabilistic reasoning, logical reasoning skill increases the likelihood of engaging in logical reasoning, which in turn increases accuracy by constraining responses as described in the previous section. If this proposal is correct, then merely inducing individuals to use logic during probabilistic reasoning could improve accuracy without the need to improve the quality of their logical reasoning—a prediction worth testing in the future.

### The Role of Logical Reasoning on the GPJT

 On the GPJT, individuals who more frequently displayed overt logical reasoning also displayed higher accuracy. This relation could reflect differences in logical reasoning skill—that is, individuals who were more skilled in logical reasoning may have been more likely to engage in such reasoning while performing the GPJT, leading to higher accuracy. Alternatively, or in addition, the relation could reflect different attitudes towards the task. That is, some individuals might be more inclined than others to expect, and seek, logical relations between each proof step and the given information and/or previous proof steps; this expectation may have led to more frequent overt displays of logical reasoning and also to higher accuracy.

 A striking difference between the GPJT and PRS was the low frequency of overt logical reasoning on the former, compared to the latter (34% vs. 68%). Further, trials that were not coded as displaying overt logical reasoning often involved simply stating the answer and nothing else. These results suggest that answer selection on the GPJT often relied on processes that were not verbally mediated (such as spatial reasoning) and so unlikely to involve logic. Also consistent with this interpretation is the finding that overt use of logical reasoning was not associated with greater likelihood of a correct answer at the level of individual trials.

 Another striking difference between the tasks was the high frequency of logically invalid arguments on the GPJT, compared to the rarity of such arguments on the PRS. This result is surprising considering that geometric proof has been used as a primary context for teaching logical reasoning in math (Sinclair, 2008). One possible reason is that the GPJT asks students to prove things that are already known to be true. Some students may perceive such activities as meaningless (Hoyles, 1997), which could decrease the quality of their logical reasoning. Another possible reason relates to the two-column proof format used in the GPJT. This format is common in geometry textbooks and classrooms (Nirode & Boyd, 2021), but has been criticized for excessive emphasis on form at the expense of meaning (Sowder & Harel, 1998). Thus, the format might increase some students’ perception that the task is about something other than constructing logically coherent arguments—for example, guessing what goes in each blank. This point does not necessarily detract from the task’s utility as a measure of individual differences, but may explain why it elicited invalid reasoning more often than the PRS.

### Relations Between Logical Reasoning on the PRS and GPJT

 Logic can be described and studied in a formal manner—that is, without reference to content. However, human logical reasoning depends on content as well as form (Khemlani et al., 2018; Oaksford & Chater, 2020). For example, people judge arguments to be valid more often when the arguments’ conclusions accord with prior beliefs (Evans et al., 1983).

 This content-dependence of logical reasoning implies that individual differences in logical reasoning need not be stable across domains. Someone might reason logically in a domain about which they were knowledgeable, but not in another domain about which they were ignorant. However, in the present study, frequency of overt logical reasoning on the PRS was correlated with the analogous measure on the GPJT. Thus, individual differences in logical reasoning during math problem solving were at least somewhat stable across domains. Moreover, controlling for these differences significantly reduced the correlation between accuracies on the two tasks. These findings are consistent with our hypothesis that logical reasoning not only contributes to math problem solving but also does so in a domain-general manner.

## Other Candidates for Higher-Level Domain-General Skills in Math Problem Solving

### Backward Reference

 Findings from Braithwaite (2022) suggested that individual differences in the tendency to refer back to the problem statement and previous steps contributed to differences in performance on the GPJT. Consistent with this possibility, in the present study, accuracy on the GPJT was strongly (*r* = .49) correlated with frequency of backward reference on that task. However, an analogous association was not found on the PRS, nor was frequency of backward reference correlated across tasks. We speculate that, although understanding and elaborating problem statements is likely important for problem solving in any domain of math (e.g., Cummins et al., 1988; Hegarty et al., 1995; Nathan et al., 1992; Sebrechts et al., 1996), the phenomenon of neglecting the problem statement as a possible source of justifications for claims may be specific to geometric proof or even to the GPJT. In the GPJT, this phenomenon might be a consequence of some individuals approaching the task without an expectation of logical coherence as suggested above, or alternatively, of an incorrect belief that a claim being given does not constitute a legitimate justification for the claim.

### Planning and Evaluating

 Frequencies of two metacognitive activities, planning and evaluating, were correlated across tasks, indicating stable individual differences in tendencies to engage in these activities. This result dovetails with some previous studies that have found evidence for domain-generality of metacognitive skills, especially for older children (Bellon et al., 2020; Veenman & Spaans, 2005) and adults (Veenman et al., 1997).

 However, differences in frequency of planning and evaluating did not predict accuracy on either task. Benefits of planning may have been minimal on the PRS because that task involved many items that could be solved by rote execution of procedures, and on the GPJT because participants were not required to construct proofs but only to justify steps in them. Evaluating, on the other hand, may have conferred minimal benefits if evaluation was not habitual but instead contingent on cues that are correlated with the presence of errors, such as feelings of uncertainty. If so, then participants who frequently evaluated would not be expected to display higher accuracy than those who rarely evaluated due to high confidence in their solutions (see Braithwaite & Sprague, 2021 for evidence of this phenomenon). Both planning and evaluating might confer greater benefits in more complex problem solving tasks where individuals are unlikely to possess ready-made solution methods (e.g., Cai et al., 2016).

### Allocation of Time

 Findings from research on metareasoning and self-regulated learning (Ackerman & Thompson, 2017; Erickson & Heit, 2015) suggested that the ability to allocate time preferentially to more difficult items could contribute to competence in math problem solving. Consistent with this possibility, in both tasks, participants on average spent more time on items that elicited more errors, and the degree to which they did so—that is, the RT-error correlation—was positively related to performance on each task. However, RT-error correlations were not correlated across tasks. This null finding dovetails with a recent study of adults’ problem solving (Dentakos et al., 2019) in which participants solved problems involving probability calculation, financial calculation, and emotion recognition, and reported confidence in their answers after each trial. Within tasks, confidence ratings across trials were positively correlated with accuracy. However, these accuracy-confidence correlations—like RT-error correlations in the present study—were not correlated across tasks. Both that study and the present one suggest that individual differences in discrimination among items within a task are domain-specific, perhaps because assessment of item difficulty depends on specific knowledge of the domain.

## Limitations

 A limitation of this study is that our analyses did not control for individual differences in basic capacities, such as working memory or spatial ability, or relevant content knowledge, such as knowledge of geometry and probability. This limitation is partially addressed by our reliance on concurrent measures, which allowed us to observe—rather than infer—that the higher-level skills were engaged during the problem solving tasks, and by the fact that logical reasoning skill was previously found to correlate with accuracies on both the PRS and GPJT even when controlling for various other skills (Braithwaite, 2022; Morsanyi et al., 2018). Nevertheless, it remains possible that the relations that were found in the present study between various measures, such as frequency of overt logical reasoning and accuracies on the two problem solving tasks, were partially or entirely driven by differences in basic cognitive capacities and/or relevant content knowledge. It would be desirable in the future to control for these variables and thereby isolate variation that is both specifically higher-level and specifically domain-general.

 Another limitation is that the PRS and GPJT differed not only by involving different mathematical domains, but in many other ways as well. For example, the PRS required deriving initially unknown information from given information, whereas the GPJT required selecting justifications for statements known to be true. The numerous differences between the tasks renders it impossible to determine which ones account for the different findings obtained with the tasks—for example, the greater frequency of overt logical reasoning, but lower frequency of logically invalid arguments, on the PRS, and the fact that overt logical reasoning was associated with accuracy only on individual trials on the PRS, but only across trials on the GPJT. Future research should investigate how such task-level factors impact contributions of logical reasoning, and other potentially domain-general skills, to performance.

## Conclusion

 Individual differences in overt logical reasoning during math problem solving were correlated across mathematical tasks involving probability and geometry, and overt logical reasoning was related to accurate performance on both tasks. These findings suggest that differences in overt logical reasoning contribute to differences math problem solving across domains. Evidence for an analogous conclusion was not found for three other higher-level skills—backward reference, planning and evaluating, and allocation of time. Results also pointed to task-related differences in how logical reasoning is used and how doing so contributes to accurate performance. In particular, we found that overt logical reasoning was more common on the PRS, whereas logically invalid reasoning was more common on the GPJT. We hope the findings will stimulate further investigation of factors that affect engagement of logical reasoning in math, mechanisms underlying relations between logical reasoning and accuracy, and how these mechanisms differ among different mathematical domains and tasks.
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# Figures and Tables



Figure 1. One proof in the Geometric Proof Justification Task, with correct answers displayed.



Figure 2. Results of correlation analyses testing Predictions 2a-5c in Table 1. Solid and dashed lines denote significant and non-significant correlations.

Table 1. Predictions Tested in the Present Study.

|  |  |
| --- | --- |
| Number | Prediction |
| 1 | Accuracies on the PRS and GPJT are positively correlated |
| 2a | Overt logical reasoning on the PRS is positively correlated with PRS accuracy |
| 2b | Overt logical reasoning on the GPJT is positively correlated with GPJT accuracy |
| 2c | Overt logical reasoning on the PRS and GPJT are positively correlated |
| 3a | Overt backward reference on the PRS is positively correlated with PRS accuracy |
| 3b | Overt backward reference on the GPJT is positively correlated with GPJT accuracy |
| 3c | Overt backward reference on the PRS and GPJT are positively correlated |
| 4a | Overt planning/evaluating on the PRS is positively correlated with PRS accuracy |
| 4b | Overt planning/evaluating on the GPJT is positively correlated with GPJT accuracy |
| 4c | Overt planning/evaluating on the PRS and GPJT are positively correlated |
| 5a | RT-error correlation on the PRS is positively correlated with PRS accuracy |
| 5b | RT-error correlation on the GPJT is positively correlated with GPJT accuracy |
| 5c | RT-error correlations on the PRS and GPJT are positively correlated |

Table 2. Means and SDs for All Measures on Both Tasks.

|  |  |  |
| --- | --- | --- |
|  | PRS | GPJT |
|  | Mean | SD | Mean | SD |
| (1) Accuracy | .86 | .13 | .62 | .21 |
| (2) Overt Logical Reasoning | .68 | .22 | .34 | .21 |
| (3) Overt Backward Reference | .23 | .18 | .42 | .19 |
| (4) Overt Planning/Evaluating | .30 | .18 | .21 | .13 |
| (5) RT-Error Correlation | .18 | .24 | .26 | .21 |

Table 3. Protocols for “60% of the population in a city are men and 40% are women. 50% of the men and 30% of the women smoke. We select a person from the city at random. What is the probability that this person is a smoker? (a) 42% (\*), (b) 50%, (c) 85%.”

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 |
| Answer Correct? | Yes | Yes | No | No |
| Protocol | “Well, I think what you would do is, you would first say, alright, we know half the men, **so**, we know 30%, half the men, which makes up 60%. **So**, that's 30% of the population.” | “Men who smoke is going to be 60% times 50%, which is gonna be 30%. And you're gonna add that to the population of women who smoke, which is 40% times 30%, which is 12%. **So**, we get 30 plus 12% is 42%.” | “I would probably just choose 85 **since** it's the closest, more than half of each of them are being chosen, or are smokers. **So**, more than half of them would be smokers of the whole population.” | “50 plus 30% is 80. … **Because** it's person, not men or women, you would combine the two. **So**, 60 again, that makes up 100% of the population. **So**, of all the population, 80% of it smokes, 80% of the people in this population smokes.” |
| Evidence | 60% of the population are men and 50% of the men smoke. | 30% of the population are men who smoke and 12% of the population of women who smoke. | More than half of men are smokers and more than half of women are smokers. | 50% of men smoke and 30% of women smoke. |
| Warrant | P(A & B) = P(A) \* P(B|A) | If A and B are exclusive, P(A or B) = P(A) + P(B) | If P(C|A) > *x* and P(C|B) > *x*, then P(C|A or B) > *x* | If A and B are exclusive and P(C|A) = *x* and P(C|B) = *y*, then P(C|A or B) = *x* + *y* |
| Conclusion | The percentage of the population that are men who smoke is 60% \* 50%. | The percentage of the population that smoke is 30% + 12%. | More than half of the population are smokers. | The percentage of the population that smoke is 50% + 30%. |
| Evidence true? | Yes | Yes | No | Yes |
| Warrant true? | Yes | Yes | Yes | No |
| Valid? | Yes | Yes | Yes | Yes |

Note. Logical connective words in the protocols are **bolded**.

Table 4. Protocols for “A bingo game is played with 25 numbers (from 1 to 25). At the first draw, which of the following results is the most likely? (a) It is more likely to be an even number, (b) It is more likely to be an odd number (\*), (c) It is just as likely to be an even or an odd number.”

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 |
| Answer Correct? | Yes | Yes | No | No |
| Protocol | “I think there's more odd numbers **cause** it starts on an odd number and it ends on an odd number.” | “I guess **if** there's whichever one is more of, even if it's by one number would be slightly more likely. … There's 1, 2, 3-- 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13 odd numbers. And then there are 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 even numbers. **So**, I guess it's slightly more likely to be odd.” | “**Because** a bingo game is played with 25 numbers from 1 to 25, there's we pretty sure there's an equal amount of even and odd numbers in 1 to 25 after the first draw, which of the following results, it sounds like I'm gonna say it's likely to be an even or odd number.” | “… 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12. There's 12 odd numbers. That'd make 13 even numbers **so** it'd most likely be an even number, I'll say.” |
| Evidence | The sequence 1 to 25 starts on an odd number and ends on an odd number. | The sequence 1 to 25 contains 13 odd numbers and 12 even numbers. | The sequence 1 to 25 contains equally many even and odd numbers. | The sequence 1 to 25 contains 12 odd numbers and 13 even numbers. |
| Warrant | If a sequence of successive integers starts and ends with the same parity, then it contains more numbers with that parity than the opposite. | If A and B are sets of equiprobable outcomes and |A| > |B|, then P(A) > P(B). | If A and B are sets of equiprobable outcomes and |A| = |B|, then P(A) = P(B). | If A and B are sets of equiprobable outcomes and |A| > |B|, then P(A) > P(B). |
| Conclusion | The sequence 1 to 25 contains more odd than even numbers. | It is more likely to be an odd number than an even number. | It is equally likely to be an even or odd number. | It is more likely to be an even number than an odd number. |
| Evidence true? | Yes | Yes | No | No |
| Warrant true? | Yes | Yes | Yes | Yes |
| Valid? | Yes | Yes | Yes | Yes |

Note. Logical connective words in the protocols are **bolded**.

Table 5. Protocols for the fourth step of the proof in Figure 1.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 |
| Answer Correct? | Yes | Yes | No | No |
| Protocol | “Triangle BAM and triangle CAM would be congruent **because, so,** BAM that angle M for both are proven and then well we proved that AM, AM, and then angle BMA and angle CMA. **So**, we have the angle side and then another angle. **So**, angle side angle.” | “Triangle BAM is congruent to CAM **because of** angle side angle, **cause** we know that these two angles are the same and the other two angles are the same.” | “Triangle BAM is congruent to triangle CAM. **So**, looking at side angle side **since** BM and CM are congruent, AM is congruent to itself and proved earlier BMA is congruent to CMA, **due to** side angle side, their triangles are congruent.” | “And then triangle BAM and CAM are congruent. And I'm gonna say that's because of, **so**, we know that AM, oh, nevermind. It does say that it bisects. Okay. **So**, A, so, we know that they share a congruent angle and then we know they share a line. **So**, I think it's just gonna be side angle side **because** that's really the only thing that makes sense.” |
| Evidence | Two pairs of angles are congruent and the contained sides are congruent. | Two pairs of angles are congruent. | Two pairs of sides are congruent and the contained angles are congruent. | One pair of angles is congruent and one pair of sides is congruent. |
| Warrant | Angle-Side-Angle Theorem | Angle-Side-Angle Theorem | Side-Angle-Side Theorem | Side-Angle-Side Theorem |
| Conclusion | Triangle BAM is congruent to triangle CAM | Triangle BAM is congruent to triangle CAM. | Triangle BAM is congruent to triangle CAM. | Triangle BAM is congruent to triangle CAM. |
| Evidence true? | Yes | Yes | Yes, but BM and CM have not yet been *proven* to be congruent | Yes |
| Warrant true? | Yes | Yes | Yes |  Yes |
| Valid? | Yes | No (evidence only partially meets conditions of warrant, which also requires a pair of congruent sides) | Yes | No (evidence only partially meets conditions of warrant, which also requires a second pair of congruent sides) |

Note. The correct answer is “Angle-Side-Angle Theorem.” Logical connective words in the protocols are **bolded**.

Table 6. Protocols for the fifth step of the proof in Figure 1.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 |
| Answer Correct? | Yes | Yes | No | No |
| Protocol | “And then it's asking BA to-- is congruent to AC. And **since** those-- I'm looking at my paper, we just use angle side angle to prove that those triangles are congruent to each other. **So, since** they're congruent, I'm going to use definition of congruent triangles to prove that those are the same.” | “AB is congruent to AC **because** they are two sides of the same triangle. But it's a definition of congruent triangles.” | “Triangle-- I mean line segment AB and AC are congruent **because** that's what they gave us.” | “AB is congruent to AC. This is **because of** definition of AB is congruent to B-- AC. Whoops. Looking at the sheet, a bisecting angle means dividing, so. Yep. It would be definition of bisecting an angle **since** it's an angle that's being bisected by the line segment.” |
| Evidence | Triangles BAM and CAM are congruent. | AB and AC are two sides of the same triangle. | Congruence of AB and AC is given. | Angle BAC is bisected by line AM. |
| Warrant | Definition of congruent triangles | Definition of congruent triangles | Given | Definition of bisecting an angle |
| Conclusion | AB and AC are congruent. | AB and AC are congruent. | AB and AC are congruent. | AB and AC are congruent. |
| Evidence true? | Yes | Yes | No, AB and AC were not given as being congruent. | Yes |
| Warrant true? | Yes | Yes | Yes |  Yes |
| Valid? | Yes | No (evidence does not meet conditions of warrant, which requires two congruent triangles) | Yes | No (evidence and warrant do not jointly imply conclusion) |

Note. The correct answer is “Definition of congruent triangles.” Logical connective words in the protocols are **bolded**.

1. More precisely, logical reasoning can establish with certainty that mathematical statements follow from axioms that are assumed to be true. [↑](#footnote-ref-2)
2. To preview our results, accuracies on the two reasoning tasks (PR: .86, GP: .62) were comparable to those in Braithwaite (2022), who did not require participants to think aloud (PR: .84, GP: .55), suggesting that thinking aloud did not substantially affect accuracy. [↑](#footnote-ref-3)
3. For the GPJT, for each proof, the periods of time from when a participant began to read a problem statement until they began to read the first step of the proof were counted as separate trials for purposes of this code. [↑](#footnote-ref-4)
4. The relation between RT-error correlation and accuracy on the GPJT was not significant when controlling for the three other concurrent skill measures, *p* = .13. [↑](#footnote-ref-5)
5. We thank an anonymous reviewer for this suggestion. [↑](#footnote-ref-6)
6. This effect remained when the other two concurrent measures that were assessed at the trial level, namely backward reference and planning/evaluating, were added as predictors, *B* = 0.39, *OR* = 1.48, *z* = 2.0, *p* = .045. [↑](#footnote-ref-7)
7. A possible concern is that participants’ warrants were usually implicit, which might seem to make it hard to judge the validity of their arguments. However, this concern does not apply in the case of true warrants, because these were *a priori* true statements, and the validity of an argument is unaffected by the inclusion or exclusion of an *a priori* true premise. The above concern is more substantial for false warrants, but is alleviated by the fact that our inferences of false warrants were mostly based on explicit statements. For example, in Table 3, protocol 4, we inferred the false warrant “If A and B are exclusive and P(C|A) = *x* and P(C|B) = *y*, then P(C|A or B) = *x* + *y*” from the explicit statement “Because it's person, not men or women, you would combine the two.” Other examples appear in the Supplementary Materials: Table E5, protocol 4 and Table E6, protocol 3. [↑](#footnote-ref-8)
8. This error seemed to reflect participants noticing that the sides whose congruence was to be proven (AB and AC), were sides of an angle known to be bisected (angle BAC), making the definition of bisecting an angle seem relevant. [↑](#footnote-ref-9)
9. By a strict definition of validity, circular reasoning (e.g., “X therefore X”) is valid, in that it is impossible for the premise to be true and the conclusion false. However, we suspect that in common usage, most people would consider circular reasoning to be invalid, so we classified it as such. [↑](#footnote-ref-10)